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Modeling the number and size of forest 

fires in Canada

This paper is devoted to a problem of developing statistical models for forecasting the number and size of forest fires
in Canada. Fire management and size-biased sampling are likely to have affected the historical record. This is because
many small fires were likely undetected, while many detected fires were actioned. This would bias naïve models of
the relations between fire weather and the fire regime parameters of interest. It is becoming important to develop more
sophisticated models that account for this effect in order to make reliable forecasts under climate change.

Below we have a photo of the big fire in Fort McMurray:

Fig.1 - Fort McMurray fire, Canada. Foto: @jeromegarot/Twitter.

In Fig.2 on the left side , we have the representation of the number of fires by year, between 1950 and 2015. On the
right side in Fig.3 we have a representation of the number of fires by year:

Fig.2 - Evolution fires vs year. Fig.3 - Graph of the number of fires by year.

Below on Fig.4, we have the representation of the evolution of the mean size of fire vs year and on Fig.5 we have the 
relationship between number of fires(n) and mean size of fire (mean size).

Fig.4 - Evolution of the mean size of fire vs year. Fig.5–Evolution of number of fires vs mean size of fire.

The model is little significant for variable n. We can conclude that for the whole data there is no relation between the
number of fires and the mean size of the fire. The intercept has a high significance (0.0001), but the coefficient of the
independent variable(n) is no significant. Analysis of regression of the total data:

Fig.6 - Representation of the Analysis of regression of the total data.
Relationship between number of fires(n) and mean size of fire (mean size), using logarithmic scales:

Fig.7- Number of fires(n) vs mean size of fire (mean size), using logarithmic scales.

With these temporal dataset of the number of fires we calculated a distribution which approaches the fire density
within the mean, the variance and skewness of the proposed distribution, in order to model the number and size
of forest fires. We can conclude that for the whole data there is no relation between the number of fires and the
mean size of the fire.

Conclusions

Introduction

Representation of the predict model:

Fig.8 – Graph of the of the predict model.

In Fig.9 on the left side , we have the representation with Outliers. On the right side in Fig.10 we have a
representation without Outliers:

Fig.9 - Representation with Outliers. Fig.10 - Representation without Outliers.

In Fig.11 on the left side we have the representation of the regression model with Outliers. For the threshold we
pick one that produces 24 Outliers, if we choose a lower number, the Outliers increase, for example, for
threshold = 0.5 there are 39 Outliers. On the right side in Fig.12 we have the regression representation without
Outliers:

Fig.11 - Regression representation with Outliers. Fig.12 - Regression representation without Outliers.

We created a matrix with 100000 rows , one for each Bootstrap sample and 72 columns, one for each sampled
values, to match the original sample size, and we obtained the mean value of the number of fires for each year, the
graph for density distribution of number of fires, and the endpoints for 90%, 95% and 99% Bootstrap confidence
intervals using percentiles.

Fig.13 – Representation of the Bootstrap of the total data.

Statistical analysis
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